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Abstract

Though there are many cultural assets which are made
of glasses, most of the existing methods cannot estimate the
shape of transparent objects with enough accuracy. We
propose a novel method for estimating the surface shape
of transparent objects by analyzing the polarization state
of the light. Existing methods slightly consider the reflec-
tion, refraction, and transmission of the light occurring in-
side a transparent object. We employ a polarization ray-
tracing method to compute both the path of the light and
its polarization state. Our proposed iterative computation
method estimates the surface shape of the transparent ob-
ject by minimizing the difference between the polarization
data rendered by the polarization ray-tracing method and
the polarization data obtained from a real object.

1. Introduction

Analyzing the photometric property of the world is im-
portant for modeling cultural heritages. In our labora-
tory, we have proposed numerous methods for analyzing
it. Nishino et al. [1] proposed a method to compress the
data for image-based rendering. Hara et al. [2] proposed a
method to estimate the light source position to determine
the reflectance parameters of the object surface. Sato et
al. [3, 4] analyzed the shadow for superimposing virtual
objects onto a real scene. Matsushita et al. [5] removed
the shadow for video surveillance. Robby et al. [6–8] an-
alyzed the surface color, illumination color, specular reflec-
tion component, and diffuse reflection component. Saito et
al. [9] showed the possibility to estimate the shape of trans-
parent objects. Later, Miyazaki et al. [10, 11] proposed the
methods to estimate it. In this paper, we propose another
kind of method to estimate the shape of transparent objects.

Digitizing the 3D geometrical data of cultural assets
made of glasses is considered to be highly important be-
cause there is a possibility that those cultural assets might
be damgaed or lost. Therefore, a technique for estimating
the shape of transparent objects is strongly required in order
to hand down such important cultural assets to our posterity.

However, few methods have been proposed for estimating
the shape of transparent objects, because of the difficulty of
treating with the internal reflection or the inter-reflection,
which are the phenomena that the light not only reflects at
the surface of the transparent object but also transmits into
the object and causes multiple reflection and transmission
inside it. This paper presents a novel method for estimating
the surface shape of transparent objects by analyzing the
polarization of transparent objects.

Polarization is a phenomenon in which the light oscil-
lates in one direction. Recently, research to estimate the ob-
ject shape by using polarization has increased. Koshikawa
and Shirai [12] estimated the surface normal of specular
polyhedrons by analyzing circular polarization. They used
a method called Mueller Calculus to calculate the polariza-
tion state of the light. Wolff and Boult [13] estimated the
surface normal of a planer glass from two views. Rahmann
and Canterakis [14] estimated the shape of specular objects
from two or more views. Miyazaki et al. [15] estimated
the shape and reflectance of specular objects and the illumi-
nant direction from one view. Saito et al. [9] and Miyazaki
et al. [10, 11] estimated the surface shape of transparent
objects by means of polarization analysis. Unfortunately,
because these methods do not consider internal reflections,
they do not provide sufficient accuracy for estimating the
shape of transparent objects. Other methods which esti-
mate the 3D shape of transparent objects without using po-
larization have been proposed. Murase [16] estimated the
shape of water surface by analyzing the undulation of the
water surface. Hata et al. [17] estimated the surface shape
of transparent objects by analyzing the deformation of the
light projected onto the transparent objects. Ohara et al. [18]
estimated the depth of the edge of transparent object by us-
ing shape-from-focus. Ben-Ezra and Nayar [19] estimated
the parameterized surface shape of transparent objects by
using structure-from-motion. These methods, however, do
not estimate arbitrary shapes of transparent objects.

There are other works which treat with transparent ob-
jects such as environment matting [20–25] and reflection



Figure 1: Reflection, refraction, and transmission.

separation [26–29]; however, they do not provide rich in-
formation about the shapes of the transparent objects.

We simulate the internal reflection of transparent objects
by using a method called polarization ray-tracing, and es-
timate the surface shape of transparent objects which have
an arbitrary shape. In this paper, a forward-facing surface
of the transparent object is called a frontal surface and an
object surface facing away from the camera is called a rear
surface. Our proposed method estimates the shape of the
frontal surface by using polarization ray-tracing when the
refractive index and the rear surface are given.

The rest of the paper is organized as follows. In Section
2, we introduce the notations used in this paper; in Section
3, we describe the polarization ray-tracing method; and in
Section 4, we explain our estimation method which solves
the inverse problem of polarization raytracing method. Our
measurement results are shown in Section 5, and our con-
clusions are presented in Section 6.

2. Terms and Notations

In this section, we will define the notations used in this
paper. Theoretical detail of the principle of polarization,
which appears in this section, is given in the literature [30].

Figure 1 describes the light reflected and transmitted be-
tween Material 1 and Material 2. Materials 1 and 2 may
be, respectively, the air and the transparent object, and vice
versa. Incidence angle, reflection angle, and transmission
angle are defined in Figure 1. We assume that the surface of
transparent objects is optically smooth; thus, the incidence
angle is equal to the reflection angle. The transmission an-
gle depends upon the incidence angle and the refractive in-
dex of the transparent object. The plane of incidence (POI)
is a plane which includes the surface normal direction, the
incident light direction, the reflected light direction, and the
transmitted light direction.

The intensity ratio of reflected light to incident light is
called intensity reflectivity R, and the intensity ratio of

Figure 2: Reflected and transmitted light observed by the
camera.

transmitted light to incident light is called intensity trans-
missivity T . Subscript k and � represent the component
parallel and perpendicular to POI, respectively. Thus, par-
allel and perpendicular components of intensity reflectivity
are represented as Rk and R�, respectively, while those of
intensity transmissivity are represented as Tk and T�, re-
spectively. These values depend upon the incidence angle
and the refractive index.

The polarization state of the light is calculated by ob-
serving the object with the monochrome camera, which has
a linear polarizer in the front. For a certain pixel, we denote
the maximum intensity observed by rotating the polarizer as
Imax and the minimum as Imin. The angle of the polarizer
when the maximum intensity Imax is observed is called the
phase angle �. This angle is defined as the angle from �y
axis to �x axis in camera coordinates.

Suppose the geometrical setup when the reflected light
is observed from the camera (Figure 2). The cross section
of the POI and image plane of the camera will be a straight
line. The angle between this straight line and the �y-axis
is called the POI angle �. This angle is also defined as the
angle from �y-axis to �x-axis in camera coordinates.

3. Polarization Ray-tracing

3.1. Mueller Calculus

A conventional ray-tracing method renders a 2D image
from 3D geometrical shape data of transparent objects or
other kind of objects. In this paper, we call the ray-tracing
method which considers the polarization effect the polariza-
tion ray-tracing method.

The algorithm of the polarization ray-tracing method can
be divided into two parts. For the first part, the calculation
of the propagation of the ray, we employ the same algorithm
used in the conventional ray-tracing method. For the second
part, the calculation of the polarization state of the light,
there are three famous methods: Mueller Calculus, Jones
Calculus [31], and the method which uses the coherence
matrix [30]. In this paper, we employ Mueller Calculus,
because of its simplicity of description, along with its ease
of understanding and implementation. These three meth-
ods have almost identical functions; thus, all discussions
presented in this paper are also applicable to other calculi.



We will present a brief overview of Mueller Calculus in the
following pages; however, we will leave the details to the
literature [31].

In Mueller Calculus, the polarization state of the light
is represented as Stokes Vector s � �s�� s�� s�� s��

T . The
Stokes Vector is a 4D vector. Its first component s� rep-
resents the intensity of the light; its second component s�
represents the horizontal power of the linear polarization;
its third component s� represents the ����-oblique power
of the linear polarization; and its fourth component s� rep-
resents the power of the right circular polarization. The
Mueller Matrix M, which is � � � matrix, represents how
the object changes the polarization state of the light. The
operation of Mueller Calculus is a linear operation.

3.2. Mueller Matrix

First, we introduce a method for calculating the polar-
ization state of the reflected light and the transmitted light
when the POI angle is ��; after that, we introduce a method
for the case when the POI angle is not ��.

Mueller Matrices of reflection R and transmission T
when the POI angle is �� are represented as follows:

R�

�
BB�
�R� � Rk��� �R� �Rk��� � �
�R� � Rk��� �R� �Rk��� � �

� �
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p
R�Rk

�
CCA(1)
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�
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�T� � Tk��� �T� � Tk��� � �

� �
p
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� � �
p
T�Tk

�
CCA � (2)

Thus, if we have a light ray with the Stokes Vector s
impinged on an object, then the Stokes Vector of reflected
light will be Rs, when the POI angle is ��. The same thing
can also be said of the transmitted light.

Figure 2 illustrates the case when the POI angle is �.
Figure 3 explains how to calculate the reflected light for this
case. The reflection matrix R is always multiplied to the
Stokes Vector whose POI angle is transformed to ��. So,
we first rotate the incident Stokes Vector s with the angle
��. After that, R is multiplied to the transformed Stokes
Vector. Finally, the Stokes Vector is rotated again with the
angle � in order to restore the original coordinates. The
resulting Stokes Vector s� is as follows:

s
� � C���RC����s � (3)

where rotation matrix C is given as:

C��� �

�
BB�

	 � � �
� cos �� � sin �� �
� sin �� cos �� �
� � � 	

�
CCA � (4)

As for the case in Figure 2, observed light is a composition
of reflected light and transmitted light. Thus, the Stokes

Figure 3: Calculation example of rotation Mueller Matrix
for reflection.

Vector s� of the observed light is calculated as follows:

s
� � C���RC����sr �C���TC����st � (5)

where Stokes Vectors of the incident light are represented
as sr and st, and where sr and st represent the lights which
are set in the origin of the reflection and transmission, re-
spectively.

3.3. Phase Shift

If an incidence angle is larger than the critical angle, then
the light does not transmit and totally reflects. This phe-
nomenon is called total reflection and occurs when the light
is inside the object. Critical angle is calculated from the
relative refractive index. Phase of the reflected light shifts
when the total reflection occurs. Thus, for the total reflec-
tion, the following matrixD is used instead of the reflection
Mueller MatrixR:

D��� �

�
BB�

	 � � �
� 	 � �
� � cos � sin �
� � � sin � cos �

�
CCA � (6)

where � is the amount of the phase shift, calculated by us-
ing the formula given in the literature. � depends upon the
incidence angle and the relative refractive index.

When the incidence angle is less than the Brewster An-
gle, the phase of the reflected light will be inverted; thus,
the matrix D�	
��� should be multiplied from the left to
the reflection Mueller Matrix. The Brewster Angle depends
upon the relative refractive index.

3.4. Degree of Polarization

Because the linear polarizer is used in this research,
the fourth parameter s� of the Stokes Vector cannot be
determined. The relationship between the Stokes Vector



�s�� s�� s��
T and Imax, Imin , � is:�
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where Imax, Imin , and � are defined in Section 2. The
degree of polarization (DOP) represents how much the light
is polarized and is defined as follows:
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�
� s�

�
� s�

�

s�
� (8)

However, linear polarizer can only calculate the following
degenerated DOP:

� �
Imax � Imin

Imax � Imin

�

p
s�
�
� s�

�

s�
� (9)

For the remainder of this paper, we refer to the ratio calcu-
lated by Equation (9) as DOP.

3.5. Illumination Distribution

In this paper, we assume that all light sources are unpo-
larized, that the frontal surface of the object is uniformly
illuminated from every direction with the same intensity,
and that the light does not penetrate the object from the rear
surface of the object.

4. Inverse Polarization Ray-tracing

In this section, we introduce our method for estimating
the frontal surface shape of a transparent object using the
DOP and the phase angle as inputs under the assumption
that the refractive index and the backward-facing surface
shape are given. Details of numerical algorithms are shown
in the literature [32].

We denote the input polarization data as IE . Polariza-
tion data are represented as an image(2-dimensionally dis-
tributed data) where the DOP and phase angle are set for
each pixel. The polarizaiton ray-tracing explained in Sec-
tion 3 can render the polarization data from the shape of
transparent object. We denote such rendered polarization
images as IR. The shape of transparent objects is repre-
sented as the height H, set for each pixel. Heights partially
differentiated by x and y are called gradient, and are repre-
sented as p and q, respectively:

p � Hx �
�H

�x
� q � Hy �

�H

�y
� (10)

Surface normal n � ��p��q� 	�T is represented by these
gradients.

The rendered polarization image IR depends upon height
and surface normal, so it can be represented as IR�H� p� q�.
Our problem is finding the best values to reconstruct a sur-
face H that satisfies the following equation:

IE � IR�H� p� q� � (11)

We call this equation the “polarization ray-tracing equa-
tion” from the analogy of “image irradiance equation” used
in the shape-from-shading problem.

A straightforward definition of the cost function which
we want to minimize can be as follows:ZZ

E��x� y�dxdy � (12)

where,

E� � �IE � IR�H� p� q��� � (13)

We will sometimes omit the variables �x� y� in the sub-
sequent discussions for the simplicity of descriptions. IR
depends upon p, q, and H, while p, q, and H depend upon
each other with Equation (10). Thus, cost function must be
modified as follows:ZZ

�	E� �E�� dxdy � (14)

where,

E� � �Hx � p�� � �Hy � q�� � (15)

	 is Lagrange’s undetermined multiplier.
Euler equations which minimize Equation (14) are de-

rived as follows:

p � Hx �
	

�

�E�

�p
(16)

q � Hy �
	

�

�E�

�q
(17)

H � �H �
	

�
�px � qy��

	




�E�

�H
� (18)

where �H is a 4-neighbor average of H.
Each of the above equations can be decomposed into two

steps:

p� Hx (19)

p� p� 	�rE� (20)

q � Hy (21)

q � q � 	�rE� (22)

H � �H �
	

�
�px � qy� (23)

H � H � 	�rE� � (24)

Here, 	�, 	�, and 	� are scalar values which are determined
for each pixel and for each iteration step. r in Equations
(20)(22)(24) are,

�

�p
�

�

�q
�

�

�H
� (25)

respectively. As for Equations (19)(21)(23), Ax can be dis-
cretized, for example, as follows:

Ax�x� y� �
	

�
�A�x� 	� y�� A�x� 	� y�� � (26)

First, we set initial values of the shape H for each point
of frontal surface. Next, p and q are calculated by Equa-
tions (19)(21). Then, we solve Equations (20)(22). 	� and
	� should be optimal values; thus, we use Brent’s method
to determine 	� and 	� which minimize the error function
E�. After computing p and q at every pixel, we solve Equa-
tion (23) by the relaxation method to determine the height



H. Ikeuchi solved the relaxation problem by using the Ja-
cobi method [33], while Horn [34] solved it by means of the
successive over-relaxation method. We use the alternating-
direction implicit method to increase the speed of computa-
tion.

Also, we do not choose to solve Equation (24) by
Brent’s method because the error function E� depends upon
the change of surface normal rather than on the change
of height. Another reason is that the error function E�

smoothly changes when the surface normal changes, but it
does not smoothly change when the height changes. This
fact was empirically proved in the preliminary experiments.

To conclude, the frontal surface shape of transparent ob-
ject is estimated by an iterative computation, where each
step of iteration solves Equations (19)–(23), and the itera-
tion stops when Equation (12) is minimized. There are two
reasons why we use Equations (19)–(23) instead of Equa-
tions (16)–(18): (1) If we solve Equations (16)–(18) simul-
taneously by setting an arbitrary value 	, a parameter tuning
problem will occur where 	 must be set to an optimal value
in order to stably solve these equations; (2) We can apply
adequate numerical algorithms for each of Equations (19)–
(23).

5. Measurement Result

5.1. Acquisition System

For obtaining polarization data, we developed an acqui-
sition system, which we named “Cocoon” (Figure 4). The
target object is set inside the center of the plastic sphere
whose diameter is 35cm. This plastic sphere is illumi-
nated by 36 incandescent lamps. These 36 light sources
are almost uniformly distributed spatially around the plas-
tic sphere. The plastic sphere diffuses the light that comes
from the light sources, and it behaves as a spherical light
source, which illuminates the target object from every di-
rection. The target object is observed by monochrome cam-
era from the top of the plastic sphere, which has a hole on
the top. Linear polarizer is set in front of the camera. We
put the target object on the black pipe to avoid the incoming
light from the rear surface. The camera, object, and light
sources are fixed. From four images taken by rotating the
polarizer at ��, ���, 
��, and 	���, we calculate Imax, Imin ,
and � (Section 2).

5.2. Rendering Results

Before estimating the shape of the transparent object, we
analyzed the rendered image of forward polarization ray-
tracing (Section 3).

From the spherical part, we observed a transparent
acrylic hemisphere, whose refractive index is 1.5 and di-
ameter was 3cm. We assumed that the illumination was
distributed uniformly from all directions with the same in-
tensity and that the bottom surface of the object, a disk, was

Figure 4: Acquisition System “Cocoon”.

Figure 5: DOP image; (a) rendered by polarization raytrac-
ing, (b) obtained from real object, and (c) rendered by as-
suming that the internal reflection does not occur.

not illuminated.
Rendered polarization image of polarization ray-tracing

is shown in Figure 5(b), and real polarization image is
shown in Figure 5(c). Here, each figure represents the
DOP, where DOP 0 and DOP 1 are represented as black
and white, respectively.

For comparison, a rendered image with no internal re-
flection is shown in Figure 5(a). This DOP image is ren-
dered by assuming that the light which reflected at the ob-
ject surface once is just observed and that the transmission
does not occur. Apparently, Figure 5(a) is far from Figure
5(b) and Figure 5(c). The root mean square (RMS) error
between real data (Figure 5(c)) and DOP data of no inter-
nal reflection (Figure 5(a)) was 0.31, while the RMS error
between real data and polarization ray-tracing data (Figure
5(b)) was 0.18.

5.3. Simulation Results

5.3.1. 2D Hexagon

First, we will show the result of estimating the 2D shape
of a simulation-generated object for evaluating the accu-
racy of our algorithm. This virtual transparent object is a
hexagonal shape whose refractive index is 1.5. The object



Figure 6: Simulation result of hexagon: (a)Initial state,
(b)(c)result after 3, 30 loops, respectively.

Figure 7: Simulation result of triangle: (a)Initial state, (b)–
(d)result after 1–3 loops.

is represented as a dotted line in Figure 6. We rendered the
polarization data of the object observed from the upper po-
sition to the lower direction, and after that, we estimated the
frontal surface shape of the hexagon by using the rendered
polarization data as input data. Illumination was distributed
uniformly from any direction with the same intensity. The
light was not illuminated at the bottom of the shape but was
illuminated on the frontal surface.

The estimation result is illustrated in Figure 6. The dot-
ted line is the ground truth, and the solid line is the esti-
mated shape. Figure 6(a) indicates the initial value, and (b)
and (c) indicate the results after 3 and 30 loops of the pro-
posed method. A hemisphere is used as the initial state of
the shape. The shape converged to the ground truth at 30
loops.

5.3.2. 2D Triangle

Another result is that of a 2D virtual transparent object,
which is an isosceles triangle shape whose refractive index
is 1.5 and whose two base angles are �����. Illumination
is set to the same value as in Section 5.3.1. The object is
observed from an apical angle. Frontal surface shape is es-
timated where the shape of the base is given.

The estimated result is illustrated in Figure 7. The dotted
line is the ground truth, and the solid line is the estimated
shape. Figure 7(a) is the initial state of the shape, and (b)–
(d) is the resultant shape after 1–3 loops. Initial shape is set
to be just the half height of the theoretical shape. The shape
converged to the ground truth at 3 loops.

5.3.3. 3D Hemisphere

Next, we will present the simulation results in 3D. The
target object is a virtual transparent hemisphere whose re-
fractive index is 1.5. The estimation result is shown in

Figure 8: 3D simulation result: (a)Initial state (result of
Miyazaki’s method), (b)result after 1 loop.

Figure 9: Estimation result: (a) Result of Miyazaki’s
method, (b) result after 5 loops with proposed method.

Figure 8. Figure 8(a) represents the result of Miyazaki’s
method [10,11] and, at the same time, it represents the intial
value. Figure 8(b) is the result after 1 loop of our method.
We calculated only 1 loop because the computation time is
longer for the 3D case than for the 2D case. Figure 8(b)
resembles the hemisphere more accurately than Figure 8(a)
does.

5.4. Measurement Result of Real Object

Finally, we observed an acrylic transparent hemisphere
from the spherical part, whose refractive index was 1.5 and
diameter was 3cm. The frontal surface was a hemisphere
and rear surface was a disk. The camera was set orthogonal
to the disk. We assumed that the object was illuminated by
unpolarized light with uniform intensity from any direction.
However, the disk, the rear surface, was not illuminated.

The evaluation was done in the 2D plane which was a
cross section of the 3D object, which included the center of
the base circle and the line perpendicular to that circle. A
light ray which was inside this plane did not go out, and a
light ray which was outside this plane did not come in. The
proposed algorithm estimated the frontal surface shape, a
semicircle, by using the polarization data of the 2D plane as
input data.

The result of applying the proposed method is given
in Figure 9(b). For comparison, the result of Miyazaki’s
method [10, 11] is shown in Figure 9(a). In Figure 9, the
solid line represents the estimated shape, and the dotted
line represents the ground truth. The shape computed by
Miyazaki’s method(Figure 9(a)) is used as an initial value
for Figure 9(b). Figure 9(b) is the result after 5 loops. The
shape did not deform any further even if we computed for
more iteration.



The reason why the estimated result did not converge to
the semicircle, which was the theoretical value, might be
the lack of considering the illumination distribution. Al-
though we had assumed that the object was illuminated uni-
formly with the same intensity from all directions, we now
believe that this assumption might not strictly hold. There-
fore, considering the illumination distribution will be our
future work.

The RMS error between the estimated value and the
ground truth was used to compare the accuracy between the
proposed method and Miyazaki’s method. The RMS er-
ror of the surface normal was 	���� for Miyazaki’s method
and 
�

� for our method. The RMS error of the height
was 3.22mm for Miyazaki’s method and 1.95mm for our
method. Thus, we can conclude that our proposed method
estimates the surface shape of transparent object more pre-
cisely than does Miyazaki’s method.

6. Conclusion

In this paper, we have proposed a novel method for es-
timating the surface shape of transparent objects by min-
imizing the difference between the input polarization data
taken by observing the transparent object and the computed
polarization data rendered by the polarization ray-tracing
method. At the end of this paper, we showed the measure-
ment result of estimating the surface shape of a real trans-
parent object by our proposed method, and the error of our
method was about ��� times smaller than those of previous
methods [9–11].

It is impossible to analytically solve the inverse problem
of polarization ray-tracing; thus, we estimated the transpar-
ent object shape by an iterative computation. We used a
uniform illumination in this paper; however, Hata et al. [17]
estimated the transparent object shape by an iterative com-
putation where the object was illuminated by structured
light. Ben-Ezra and Nayar [19] estimated the shape of a
transparent object observed from many viewpoints by an
iterative computation. Shape-from-silhouette(visual hull),
which measures the object’s shape from multiple views, has
the defect that it cannot estimate a concave object; how-
ever, Nayar et al. [35], Wada et al. [36], and Yang et al. [37]
estimated the concave shape of opaque object by iterative
computation. To improve the precision of measuring the
surface shape of transparent objects, we should probably
observe the target object from multiple viewpoints or under
various types of illumination. In any case, the iterative com-
putation is considered to be necessary. Our paper provides
the technique for measuring the surface shape of transpar-
ent objects using iterative computation, and this technique
might be used as the basis for further developments.

Most of the artificial transparent objects have a planar
base that enables them to stand by themselves. Also, the
material (refractive index) of the artificial transparent ob-

jects is known in many cases. Thus, the assumption we
adopted in this paper, “rear surface shape and refractive in-
dex are known,” is effective in many cases. However, not
all objects agree with such conditions; thus, we intend to
develop a method which can measure the rear surface shape
and refractive index at the same time as well as the frontal
surface shape.
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